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Why talk about passphrases ?
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Current methods to make passphrase

First possibility: let people choose them

Problems:

• Sentences from literature (songs/poems)
• Famous sentences (2.55% of users chose the same sentence in a large
experiment)

• Low entropy sentences with common words

Second possibility: random generation

Limits :

• Small dictionary if we want to make sure people know all words
• Harder to memorise
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What if we take the best of both world ?
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Passphrase choice experiment

We show 20 or 100 words to users, they have to pick – and remember – six.

Questions :

• What factors influence their choices ?
• What is the effect on entropy ?
• What are the most frequent mistakes ?
• How is memorisation affected ?
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Initial hypotheses

We are principally looking for three effects:

• Positional effects: choose words in certain places

• Semantic effects: choose familiar words

• Syntactic effects: create sentences/meaning
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Protocol

Simple protocol :

• Show a list of 20/100 random words from a large dictionary
• Ask to choose and write down 6 words (imposed on the control group)
• Show them the sentence and ask them to memorise, with little exercise to
help them.

• Distractor task: show them someone else’s word list and ask to guess the
word choice

• Ask them to write the initial sentence
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Interface
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Positional bias
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Positional bias
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Syntactic bias

Syntactic effects :

• Average frequency (< 50%) of meaningful sentences
• 65 different syntactic structures for 99 sentences
• Single frequent structure: six nouns in a row
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Syntactic bias
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Syntactic bias

Passphrase examples :

• Monotone customers circling submerging canteen pumpkins
• Furry grills minidesk newsdesk deletes internet
• Here telnet requests unemotional globalizing joinery
• Brunette statisticians asked patriarch endorses dowry
• Marginal thinker depressing kitty carcass sonatina
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Semantic bias
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Semantic bias
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Semantic bias
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Choosing models

Three main models to analyse user’s choice

Uniform : every word with equal probability

Smallest : Take the six most frequent words from the list shown

Corpus : every word taken with probability proportional to its use in natural
language. The word of rank rk is taken with probability :

1
rk∑n
i=1

1
ri
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Entropy comparison

Strategy Entropy (bits) Strategy Entropy

Uniform(87,691) 16.42 Smallest(20) 12.55
Corpus(13) 16.25 Uniform(5,000) 12.29
Corpus(17) 16.15 Uniform(2,000) 10.97
Corpus(20) 16.10 Smallest(100) 10.69
Corpus(30) 15.92 Corpus(300,000) 8.94
Corpus(100) 15.32 Corpus(87,691) 8.20
Uniform(10,000) 13.29
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Entropy curves
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Error comparison

Section Correct Typo Variant Order Miss Wrong

1:20 19/47 6 8 6 26 5
1:100 26/51 10 5 3 16 4
Control 6/26 11 11 10 31 12

2:20 14/29 1 2 8 0 3
2:100 15/26 4 2 3 1 4
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Conclusion
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Passphrase choice method

Advantage with 100-word list:

• Secure: 97% of maximal entropy, 30% increase over uniform with limited
dictionary

• Memorable: error rate divided by 4
• Lightweight: <1MB tool, can and should be used inside a browser

Limitations:

• Requires more testing for long-term memory
• Depends on the user’s will
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Questions

Questions:

• What is the optimal number of words to show ?
• Is it interesting to take even bigger dictionaries ?
• Can this method be applied to languages with small vocabularies
(Esperanto)

• What is the best way to model user choice ?
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